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Systematic review vs. meta-analysis

Systematic review

e A systematic identification and evaluation of all the
available relevant evidence

Meta-analysis

e Statistical combination of the

numerical results of several studies
Systematic reviews

Meta-analyses
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Rationale for systematic reviews and meta-analysis

 To minimize bias
— of the reviewer, and in the research studies themselves
 To enhance precision
— by including all the relevant evidence
e To put results into context
— examine conflicts and understand differences
e To help prioritize research

— by knowing exactly what has been done, how well, and with
what findings



Key ideas of meta-analysis

Characteristics of participants likely to vary across studies, so
participants should only be compared with others in the same

study
Each study is summarized by an estimate of effect

The overall measure of effect is a weighted average of the
results of the individual studies

The weights reflect the precision of each study



Focus of today

1. Meta-analysis

i.e. statistical techniques and issues
2. Individual participant data

not published results / summary data
3. Observational studies

rather than randomized trials



Outline of today

The basics
Epidemiological associations
Risk prediction

el S

Causal associations

Four 40-minute sessions:
30 minutes + 10 minutes discussion
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Fixed-effect meta-analysis

Require from each study, i=1...k :

— estimate of effect, y,

— estimate of variance of effect, s?

When using ratio measures, natural log of the ratio is used

Combine the estimates using a weighted average

Take weight = inverse variance: w. =1 /57

Gives more weight to the more precise studies



Fixed-effect inverse-variance weighted average

- s WY,
Summary estimate Q=
W,

/

If we additionally assume y,"‘N(G,S,Z) then @)NN[O,—]

2w,

Approximate 95% confidence interval for O :

0-1.961/>w, to 0+1.961> w,

Inverse-variance weights give most precise estimate of 0
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Random-effects meta-analysis

e We suppose the true treatment effect in each study is randomly,

normally distributed across studies _/\

— with variance 72 r——

* Estimate the between-study variance 7%, and use this to modify
the weights used to calculate the summary estimate

e The usual estimate of 72 is called the DerSimonian and Laird (DL)
estimate, or method of moments estimate, calculated from the
test statistic for heterogeneity:

Q:ZW,(y,—é)z



Random-effects meta-analysis

We revise weights to incorporate an estimate of the
heterogeneity variance:

To estimate the mean of the random-effects distribution:

2\ var (i) = =

' ZW:‘* ZW"*

These simple methods ignore uncertainty in estimate of 12
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Technicalities

Assume study-specific effect 0, in study i
E[y,16,]=6, var(y,16,)=s’
Allow underlying effects to vary:
E[6,]=n var(0,)=1"
Unconditional mean and variance of estimates are then

E[y,]=p var(y,)=s’+1°

Confidence interval follows from assuming normality within and
between studies
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Example

Randomised trials to examine the effect of diuretics on pre-
eclampsia (very high blood pressure) in pregnancy

First author P.E./total P.E./total Odds ratio
(treated) (control) (95% Cl)

Weseley 14/131 14/136 1.043 (0.477 to 2.28)
Flowers 21/385 17/134 0.397 (0.203 to 0.778)
Menzies 14/57 24/48 0.326 (0.142 to 0.744)
Fallis 6/38 18/40 0.229 (0.078 to 0.669)
Cuadros 12/1011 35/760 0.249 (0.128 to 0.483)
Landesman 138/1370 175/1336 0.743 (0.586 to 0.942)
Kraus 15/506 20/524 0.770 (0.390 to 1.52)
Tervila 6/108 2/103 2.971 (0.586 to 15.1)
Campbell 65/153 40/102 1.145 (0.687 to 1.91)

Meta-analysis on log odds ratio scale



Forest plot with fixed-effect summary estimate

Study %
ID OR (95% ClI) Weight
Weseley * 1.04 (0.48, 2.28) 5.00
Flowers — 0.40 (0.20, 0.78) 6.78
Menzies g 0.33(0.14, 0.74) 4.48
Fallis . 0.23 (0.08, 0.67) 2.67
Cuadros —— 0.25 (0.13, 0.48) 6.98
Landesman - 0.74 (0.59, 0.94) 54.55
Kraus — = 0.77 (0.39, 1.52) 6.61
Tervila . 2.97 (0.59, 15.07) 1.16
Campbell — 1.14 (0.69, 1.91) 11.76
Overall (I-squared = 70.7%, p = 0.001) <> 0.67 (0.56, 0.80) 100.00
| I I I
2 5 1 2 5

favours diuretic

favours control
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Forest plot with random-effects summary estimate

Study %
ID OR (95% ClI) Weight

|
Weseley ; * 1.04 (0.48, 2.28) 10.66
Flowers _._._ 0.40 (0.20, 0.78) 11.94
Menzies * ; 0.33(0.14,0.74) 10.18
Fallis . : 0.23 (0.08, 0.67) 7.85
Cuadros — 0.25 (0.13, 0.48) 12.06
Landesman 15—0— 0.74 (0.59, 0.94) 16.98
Kraus —.—— 0.77 (0.39, 1.52) 11.84
Tervila . 2.97 (0.59,15.07) | 4.53
Campbell | — 1.14 (0.69, 1.91) 13.95
Overall (I-squared =70.7%, p =0.001) <> 0.60 (0.40, 0.89) 100.00
NOTE: Weights are from random effects analysis i

2 5 1 2 5

favours diuretic favours control
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Estimates with 95% confidence intervals

Albumin trials:
hypoalbuminaemia

Estimates with 95% confidence intervals
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Interpreting random-effects meta-analysis

Conventionally, inference is focused on the mean of the
distribution

This may be misleading ... the amount of between-study
variation should be taken into account

A predictive distribution describes the uncertainty about the
true effect in a (hypothetical) future study

— e.g. we expect the true treatment effect in 95% of future
studies to lie in a certain interval
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Pre-eclampsia trials: random-effects predictive interval

Study
ID

L 3

Weseley :

Flowers —_ T

[ 3

Menzies

<

Fallis ;
Cuadros —_— i
|
|

Landesman T

Kraus —_—

Tervila

Campbell

<

Overall (I-squared =70.7%, p = 0.001) U

with estimated predictive interval

NOTE: Weights are from random effects analysis

OR (95% CI)

1.04 (0.48, 2.28)
0.40 (0.20, 0.78)
0.33(0.14, 0.74)
0.23(0.08, 0.67)
0.25 (0.13, 0.48)
0.74 (0.59, 0.94)
0.77 (0.39, 1.52)
2.97 (0.59, 15.07)
1.14(0.69, 1.91)
0.60 (0.40, 0.89)
(0.17, 2.04)

%
Weight

10.66
11.94
10.18
7.85
12.06
16.98
11.84
4.53
13.95
100.00

2 5 1
favours diuretic

2 5
favours control
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Statistical heterogeneity

Statistical heterogeneity is:
Variation in the true effects underlying the studies

... which may manifest itself in more observed variation than
expected by chance

Is heterogeneity inevitable?

Bias (design, conduct, attrition)
Diversity (participants, interventions / exposures, outcomes)
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Testing for heterogeneity

e To test the null hypothesis that the true treatment effect is the
same in all studies we can calculate a heterogeneity statistic:

Q=Zwi(y,—é)2

e To calculate a P value, Q is compared with the y? distribution on
(k — 1) degrees of freedom (k is number of studies)

e The heterogeneity statistic Q and associated test assess the
evidence for heterogeneity, not the amount of heterogeneity:
— The size of Q depends on the number of studies
— The test has low power when there are few studies, high power
when there are many



Impact of heterogeneity: |2

Alternative measure, to quantify inconsistency
— based on y? statistic, Q, and its degrees of freedom.

Q—d.f.
Q

> = x 100%

I? can be interpreted as the proportion of total variability
explained by heterogeneity, rather than chance

If I is computed to be <0, it is set to 0%
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Quantifying heterogeneity: 72

* The between-studies variance, 72 is estimated as part of a
random-effects meta-analysis

e It provides a useful measure of the true extent of

heterogeneity across studies, but the scale can be awkward to
interpret (e.g. log odds ratio)

_/\

Effect size




Pre-eclampsia trials: using Stata

Study ID

Weseley

Flowers .

L 2

Menzies

Fallis ¢

Cuadros <

Landesman -

Kraus

Tervila

Campbell

|-squared = 70.7%
tau-squared = 0.230

O

Odds
ratio (95% CI)

1.04 (0.48, 2.28)
0.40 (0.20, 0.78)
0.33 (0.14, 0.74)
0.23 (0.08, 0.67)
0.25 (0.13, 0.48)
0.74 (0.59, 0.94)
0.77 (0.39, 1.52)
2.97 (0.59, 15.07)
1.14 (0.69, 1.91)

0.67 (0.56, 0.80)

%
Weight

5.00
6.78
4.48
2.67
6.98
54.55
6.61
1.16
11.76

100.00

A 5 1 2 4
Favours diuretic Ff_;\vours control
Odds ratio

Heterogeneity chi-squared = 27.26 (d.f. = 8), p = 0.001
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Exploring heterogeneity

Characteristics of studies may be associated with the size of
treatment effect

For example,

— age group of patients

— dose of drug

— adequate allocation concealment in a randomized trial
— sample size

For discrete characteristics, can use subgroup analyses

For discrete or continuous characteristics, can use
meta-regression
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Example: exercise for depression

Estimates and 95% confidence intervals

Study
Doyne B
Epstein B
Hess-Homeier i
Klein i
Martinsen ——
McNeil H
Mutrie )
Reuter B
Singh ——
Veale ——
I2 -ll 0 1

Standardized mean difference

Favours exercise <+<— — Favours control

Lawlor & Hopker, BMJ 2001



Subgroup analysis

Divide up the studies

— e.g. by duration of trial

e Test for subgroup

differences:

— can apply Q test to
subgroup results

— here, P=0.28

Estimates and 95% confidence intervals

> 8 weeks follow-up _
L Klein
—— Martinsen
B Reuter
—i— Singh
—l— Veale
- -0.82 (-1.46 to -0.19)
4-8 weeks follow-up
| Doyne
i Epstein
. Hess-Homeier
B Mutrie
B McNeil
e -1.33 (-1.99 to -0.67)
-2 -1 0 1

Standardized mean difference

Favours exercise

<+— — Favours control
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Meta-regression

Estimates and 95% confidence intervals

e Examine heterogeneity Follow-up
] Klein
12 L
Veale
- Singh
S - Reuter
Martinsen
e predict effect according - Doyne
Hess-Homeier
to length of follow-up Epstein
e SMD decreases by 0.2 for 6 T————- McNeil
|
each extraweek 77777 ! _
(P =0.008) a1 — B Mutrie

-2 -1 0 1
Standardized mean difference

Favours exercise <+— — Favours control



Explanatory

variable, x

Random-effects meta-regression

Mean treatment effect = intercept + slope x x

AT\
Random
error
®
\\ Effect estimate
@
AW NN Y

Treatment
effect
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Conclusions regarding heterogeneity

Heterogeneity is inevitable
It is preferable to quantify heterogeneity, than just test for it

Random effects meta-analysis incorporates the heterogeneity,
but predictive interval may be more relevant than Cl

Exploring heterogeneity is fraught with dangers

— observational relationships / too few studies / too many
sources of clinical and methodological heterogeneity

Avoid over-interpretation of findings
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